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Today’s Topic

• Image-to-text (a.k.a Image captioning)
• Show and Tell

• Show, Attend and Tell

• Text-to-Image
• Text-conditioned GAN

• DALL-E

• CLIP + DALL-E 2 

• Image-text pretraining
• Pre-trained vision-language models



Image Captioning



Image-to-Text

• Sequence to sequence
• Text in, text out

• e.g. Translate French to English

• Image to sequence
• Image in, text out

• e.g. Describe a given image in text (i.e. Image Captioning)



Image Captioning



Encoder-Decoder Architecture

• Sequence to sequence
• Encoder: RNN

• Decoder: RNN

• Image to sequence
• Encoder: ???

• Decoder: ???



Encoder-Decoder Architecture

• Sequence to sequence
• Encoder: RNN

• Decoder: RNN

• Image to sequence
• Encoder: CNN

• Decoder: RNN



Show and Tell



Show and Tell

• Show and Tell: A Neural Image Caption Generator
• Vinyals et al. CVPR 2015

• First paper to perform neural image captioning without any domain 
knowledge
• No object detection, language modeling, description templates

• Not text ranking, but pure generation

• End-to-end training



Show and Tell

• Very simple architecture



Show and Tell

• A bit more detailed architecture depiction



Show and Tell

• A bit more detailed architecture depiction

Image Encoder
(Inception v1
pretrained on
ImageNet)

Text Decoder
(LSTM)



Show and Tell

• Each Si is predicted based on pi

• Si = Softmax(Wspi + b)

• Each pi is derived based on pi-1, Si-1

• pi = RNN(pi-1, WeSi-1)

• We = Word embedding

• S-1 = CNN(Image)

• S0:<START>, SN:<END>



Show and Tell

• Some technical details

• 512 embedding size & RNN size
• Output of CNN is also 512-dimensional

• Image embedding is “fed” into LSTM at time -1
• Not used to initialized the LSTM hidden vector.

• Hidden layers are probably initialized to 0

• Pretrained word embeddings didn’t help much
• Specifically, Word2Vec

• Beam search is used with beam size 20

• Trained with negative log-likelihood



Popular Datasets



Model Performance



Evaluation Results (grouped by human rating)



Show, Attend and Tell



Show, Attend and Tell

• Show, Attend and Tell: Neural Image Caption Generation with Visual 
Attention
• Xu et al. ICML 2015

• Mixing attention mechanism with image captioning



Show, Attend and Tell

• High-level architecture



Show, Attend and Tell

• Example: “A bird flying over a body of water .”
• Top row is “soft” attention, bottom row is “hard” attention.

• Model is “attending” to relevant part of image when generating word



Encoder-Decoder Architecture

• Seq2seq with attention



Encoder-Decoder Architecture

• What we need:

• Encoder to obtain image representation

• Decoder to generate caption

• Attention module to calculate attention weights



Encoder-Decoder Architecture

• What we need:

• Encoder to obtain image representation
• Oxford VGGnet

• Decoder to generate caption
• LSTM

• Attention module to calculate attention weights
• MLP



How to Attend to Part of Image

• Remember Convolution?



How to Attend to Part of Image

• Remember receptive field?



How to Attend to Part of Image

• Remember VGG 16?



How to Attend to Part of Image

• Remember VGG 16?

Output of this convolution layer:
14 x 14 x 512 feature map
➔ 196 x 512 image representation vector



Model Architecture

• Flattening the image feature maps
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Show, Attend and Tell

• Each yi is predicted based on hi

• Each hi is derived based on hi-1, yi-1, ci

• ci is derived from hi-1 and a1:196
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ොy1

ොy2

c2



Show, Attend and Tell

• Each yi is predicted based on hi

• ොy1 = Softmax(Wwhi + b)

• Each hi is derived based on hi-1, yi-1, ci

• hi = RNN(hi-1, [yi-1;ci]concat)

• ci is derived from hi-1 and a1:196

• ci = sum(𝛼i*ai)

• 𝛼i = Softmax(f(hi-1, a1), … , f(hi-1, a196))

• f(hi-1, aj) = hi-1
TWfaj



Show, Attend and Tell

• Some technical details

• RNN’s initial hidden state is learned

• h0 = MLP
1

𝐿
σ𝑖=1
𝐿 a1:𝐿

• Authors also tried “hard” attention.
• Stochastically select only one ai at each step.

• Use reinforcement learning to train.

• Encourage 
• Make the model pay equal attention to

every part of image during text generation.



Model Performance



Correction Attention Examples



Incorrect Attention Examples



A woman is throwing a frisbee in a park.



Text-to-Image



Text-to-Image

• Generative Adversarial Text to Image Synthesis
• Reed et al. ICML 2016

• Text-conditioned image generation with GAN



Model Architecture

• Encode text with RNN

• Decode (i.e. generate) image with GAN
• Use deconvolution (like DC-GAN) to upsample.



Training Strategy

• Discriminator’s job is complicated
• Real image with right text? ➔ Real!

• Fake image with right text? ➔ Fake!

• Real image with wrong text? ➔ Fake!

• Fake image with wrong text? ➔ Fake!

• Discriminator is fed three cases
• Real image, right text

• Real image, wrong text

• Fake image, right text



Examples



Examples



Examples



DALL-E
• Zero-Shot Text-to-Image Generation

• Ramesh et al. (OpenAI), 2021

• Purely based on Transformers + Vector Quantization
• No GAN, no VAE

• 64 layers, 62 attention heads, 12 billion params

• 250 million text-image pairs collected from the Internet



Image Tokens

• Use “vector quantization”
• “Neural Discrete Representation Learning”, van den Oord et al. (DeepMind), 2017

• Replace each image feature with a image token
• There is a predefined dictionary of image tokens

• Now an image can be represented as a sequence of tokens (like text!)



DALL-E Architecture

Transformer
(Decoder without Enc-Dec Attention)

img 
embd 0

img 
embd 1

img 
embd 2

1



CLIP
• Learning Transferable Visual Models From Natural Language Supervision

• Radford, Kim et al. 2021 (OpenAI)

• Contrastive learning between text and image

• Great zero-shot performance

• Understands the relationship between text and image very well



DALL-E 2
• Hierarchical Text-Conditional Image Generation with CLIP Latents

• Ramesh et al. 2022 (OpenAI)

• Text-to-image generation using CLIP priors and classifier-free guided diffusion

• Two-step upsampling (also diffusion)



Image-Text 
Multi-modal Pre-training



Image-Text Multi-modal Pretraining

• Very active since 2019
• VideoBERT, ViLBERT, InterBERT, LXMERT, UNITER, Unified VLP, PixelBERT, CoCa, 

Flamingo, BEiT v3

• Objective
• Pre-train a model to “understand” the relationship between images and text

• Downstream tasks
• Image retrieval

• Visual question answering

• Image captioning

• Image generation

• …



Common Strategy

• Extract image features from the image
• Pre-trained object detectors (e.g. Fast R-CNN, Mask R-CNN)

• Directly feed pixel feature maps

• Use VQVAE to quantize images into code

• Feed image features and text to BERT

• Optimize for some pre-training objective
• Masked language modeling

• Masked image predictiong

• Image-text alignment

• …



ViLBERT
• ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks

• Lu et al, NeurIPS 2019

• Masked image modeling
• Predict the class distribution from Mask R-CNN 

• Masked language modeling
• Same as BERT

• Image-Text alignment prediction
• Predict whether the given pair is a matching pair



LXMERT
• LXMERT: Learning Cross-Modality Encoder Representations from Transformers 

• Tan and Bansal, EMNLP 2019

• Masked image modeling
• Feature regression

• Label classification

• Masked language modeling

• Image-Text alignment prediction



VL-BERT
• VL-BERT: Pre-training of Generic Visual-Linguistic Representations 

• Su et al., ICLR 2020



UNITER
• UNITER: UNiversal Image-TExt Representation Learning 

• Chen et al., ECCV 2020



Pixel-BERT

• Pixel-BERT: Aligning Image Pixels with Text by Deep Multi-Modal Transformers
• Huang et al. 2020

• Simple architecture (only CNN + Transformer, NO Object detector)



CoCa

• CoCa: Contrastive Captioners are Image-Text Foundation Models
• Yu et al. 2022 (Google)

• Contrastive loss + captioning loss



Flamingo
• Flamingo: a Visual Language Model for Few-Shot Learning

• Alayrac et al. 2022 (DeepMind)

• Inter-leaved text-image sequences for

prompt-based few-shot tasks
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