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Today’s Topic

• CNN
• Filter, Strides, Pooling

• 1D, 3D CNN

• Training Technique
• BatchNorm, Dropout

• CNN Architectures
• VGG, Inception, ResNet

• Project 1



Convolutional Neural Network



Biological Motivation

• Human visual perception

https://neurdiness.wordpress.com/2018/05/17/deep-convolutional-neural-networks-as-models-of-the-visual-system-qa/

https://neurdiness.wordpress.com/2018/05/17/deep-convolutional-neural-networks-as-models-of-the-visual-system-qa/


History

• LeNet-5
• Gradient-based learning applied to document recognition

• [LeCun, Bottou, Bengio, Haffner 1998]

http://cs231n.stanford.edu/slides/2020/lecture_5.pdf

http://cs231n.stanford.edu/slides/2020/lecture_5.pdf


History

• AlexNet
• ImageNet Classification with Deep Convolutional Neural Networks

• [Krizhevsky, Sutskever, Hinton, 2012]

https://medium.com/coinmonks/paper-review-of-alexnet-caffenet-winner-in-ilsvrc-2012-image-classification-b93598314160

https://medium.com/coinmonks/paper-review-of-alexnet-caffenet-winner-in-ilsvrc-2012-image-classification-b93598314160


Modern ConvNets



Modern ConvNets



Modern ConvNets



Modern ConvNets









(a.k.a kernel)

























Receptive Field

• Repeated Conv layers increase the receptive field.
• 3 layers of 3x3 filter has the same receptive field as a single 7x7 filter.

• The former requires less params, and is deeper!































































1D ConvNet

• Used for processing sequences
• Sentences, audios, time-series

https://cs231n.github.io/convolutional-networks/

Filter size: 3, Stride: 1 Filter size: 3, Stride: 2

https://cs231n.github.io/convolutional-networks/


1D ConvNet

• Processing a sequence of word embeddings

Kim, Y. (2014). Convolutional Neural Networks for Sentence Classification



3D ConvNet

• Used for processing 3D tensors
• Sequence of images (CT scans), videos

https://towardsdatascience.com/understanding-1d-and-3d-convolution-neural-network-keras-9d8f76e29610

https://towardsdatascience.com/understanding-1d-and-3d-convolution-neural-network-keras-9d8f76e29610


2D Conv VS 3D Conv

Liu et al. (2019). A Uniform Architecture Design for Accelerating 2D and 3D CNNs on FPGAs



Training Technique



Normalization

• It is usually a good idea to normalize your input to N(0, 1)
• 0 mean, unit variance

• Assumes normally distributed data though



Distribution Shift

• If your test data are wildly different from the training data…
• Training data: MNIST

• Test data: CIFAR-10

• Machine learning models are usually vulnerable to distribution shift



Internal Distribution Shift

• Layer k-1’s activation is layer k’s input.

• Parameter update changes layer k-1’s activation.
• Forces layer k to adapt to new distribution after every update.
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Batch Normalization

• Let’s remove internal distribution shift.
• BatchNorm paper call is “Internal Covariate Shift”.



Internal Distribution Shift

• Layer k-1’s activation is layer k’s input.

• Parameter update changes layer k-1’s activation.

• Fix the distribution of the internal layer’s activation!
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A topic of debate













Dropout

• Set p (e.g. 10%) hidden nodes to zero.
• p is a hyperparameter.

• Type of regularization.



Dropout in ConvNet



Dropout in ConvNet



CNN Architectures

























































AI504: Programming for Artificial Intelligence

Week 7: Convolutional Neural Network

Edward Choi

Grad School of AI

edwardchoi@kaist.ac.kr


