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Word Embedding



What is Word Embedding?

• Express a word as a vector

• 'cat' and 'kitty' are similar words, so they have similar vector 

representations → short distance

• 'hamburger' is not similar with 'cat' or 'kitty’,  so they have different 

vector representations → far distance



Pre-existing word representation method
• Each word can be represented by a one-hot encoding which each word takes up 

its respective dimension.

• horse = [ 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 ]T

• zebra = [ 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 ]T

• Inner-product similarity between two different words (e.g., horse and zebra) is a
lways 0.

• Euclidean distance between them is always 2

• However, ‘horse’ and ‘zebra’ should be semantically similar than ‘horse’ and 
‘desk’, since they are living creatures and mammals.



Two Models of Word2Vec

Continuous Bag-Of-Words (CBOW) Skip-gram
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Property of Word2Vec – Analogy Reasoning

• More examples: http://wonjaekim.com/archives/50

http://wonjaekim.com/archives/50


Contextualized Word Embedding



We should consider Context!



Contextualized Word Embedding

• Words have many meanings depending on the context!
• Previous word embeddings represent fixed semantic.

• ELMo
• “Deep contextualized word representations”, Peters et al. 2018 NAACL

• Word embeddings should be obtained on the fly!



ELMo

• A simple bi-directional multi-layer LSTM
• Residual connections between layers

• Trained via bi-directional language modeling



Sentiment Classification

• Sentiment classification with one-hot embedding
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Sentiment Classification

• Sentiment classification with word2vec embedding
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Sentiment Classification
• Sentiment classification with ELMo

• ELMo is a replacement for the embedding layer

• Still need a downstream-specific layer

Bi-directional LSTM (ELMo)



ELMo
• Pre-train on 1B Word Dataset (forward-LM perplexity 39.7)

• Simply adding ELMo to the baseline gave SOTA performance

• Fine-tuning for LM using the downstream task dataset.
• NOT fine-tune via the downstream supervised labels.



GPT-1

• “Improving Language Understanding by Generative Pre-Training”
• Technical report from OpenAI, 2018

• Transformer decoder without Enc-Dec attention
• Trained via only forward language modeling

• GPT-1 came out before BERT!



GPT-1
• Transformer architecture

Masked



GPT-1
• Transformer architecture

Masked

Don’t need this



GPT-1 on Downstream Tasks
• Pre-train on BooksCorpus (perplexity 18.4)

• 12 layers, 768 hidden size, 12 attention heads (110M parameters)

• No downstream specific architecture, just one linear layer.
• Fine-tuning the entire GPT with the supervised labels.

• Downstream task inputs are all converted to sequence of tokens.
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BERT



BERT

• Bidirectional Encoder Representations from Transformers

• Possibly inspired by ELMo & GPT

• Takes the best of the two: Bi-directionality & Powerful Transformer



BERT Architecture

• Token Embedding (WordPiece)
• + Positional Embedding

• + Trainable Segment Embedding

• CLS: Special tokens representing all input



BERT Pre-training

• Masked Language Modeling
• a.k.a Cloze Task

• Identify 15% randomly masked tokens

<MASK>

???

<MASK>

???



BERT Pre-training
• Next sentence prediction

• Use CLS to perform binary task

• If two sentences are actual neighbors ➔ 1, otherwise ➔ 0

• Helpful for some downstream tasks

0/1



BERT on Downstream Tasks

• Pre-train on BooksCorpus + English Wikipedia
• Maksed LM perplexity of BERT-Base: ~4.

• BERT-base: 110M parameters (12 layers, 768 hidden size, 12 attention heads)

• Different input/output for different downstream task (all fine-tuned).
• Paraphrase detection

• Input: Sentence A and sentence B

• Output: CLS + Linear classifier

• Sequence tagging
• Input: Text and PAD

• Output: Token embeddings + Linear classifier

• Text classification
• Input: Text and PAD

• Output: CLS + Linear classifier



BERT on Downstream Tasks

• GLUE benchmark dataset
• Collection of NLP tasks

• Text similarity, paraphrase, inference, entailment, etc.



BERT on Downstream Tasks

• SQuAD 1.1 & 2.0

SQuAD 1.1
SQuAD 2.0



SQuAD Dataset

• Stanford Question Answering Dataset

• Total 98,178 questions

• Answers are segment of text from the passage

• Include non-entities and longer phrase

31



SQuAD Versions

• 1.0/1.1
• 100,000 question samples

• Based on Wikipedia articles

• 2.0
• Addition of 50,000 unanswerable questions



SQuAD Dataset

Evaluation method

• Exact match (EM): Percentage of correct answers

• An answer is correct if it is one of any ground-truth answers

EM =
# of correct answers

# of questions

• F1-measure

• Harmonic mean between precision and recall

F1 − measure =
precision × recall

1
2

precision + recall

33



Fine-Tuning for SQuAD

• Question
• How many parameters does BERT-large have?

• Reference
• BERT-large is really big… it has 24 layers and an embedding size of 1,024, for a 

total of 340M parameters! Altogether it is 1.3GB, so expect it to take a couple 
minutes to download to your Colab instance.

https://youtu.be/l8ZYCvgGu0o, ChrimsMcCormickAI

https://youtu.be/l8ZYCvgGu0o


Predicting the Start Span

https://youtu.be/l8ZYCvgGu0o, ChrimsMcCormickAI

https://youtu.be/l8ZYCvgGu0o


Predicting the End Span



BERT Demonstration Start Prediction



BERT Demonstration End Prediction



GPT-2 & GPT-3



GPT-2
• “Language Models are Unsupervised Multitask Learners”

• OpenAI, 2019

• 10 times bigger than GPT-1 (1.5B parameters)

• 48 layers, 1600 hidden size (context size: 1024 token)

• Trained on WebText (perplexity 10~11)

• Outbound links from Reddit posts with at least 3 Karmas

• 8 million documents (40GB text)

• Exclude Wikipedia, since many benchmark dataset relies on Wikipedia.

• Only perform zero-shot tasks!



GPT-2 on Zero-shot Tasks

• Need to tell GPT-2 which downstream task.

• How to tell a language model to perform a specific task?

• Use textual input to condition GPT-2 for a specific task.

• Summarization

• Condition the model with a few examples, then start sampling tokens autoregressively.

• (Long text, “TL;DR;”, summarization) x N, Long text, “TL;DR;”

• Translation

• (English sentence, “=”, French sentence) x N, English sentence, “=”



GPT-2 on Downstream Tasks

• Weirdly good zero-shot performance on multiple NLP tasks

• No fine-tuning!
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GPT-2 Text Generation Example



GPT-3
• “Language Models are Few-shot Learners”, OpenAI, 2020

• 100 times bigger than GPT-2 (175B parameters)

• 96 layers, 12,288 hidden size, 96 attention heads (context size 2048 tokens)

• 31 authors (vs 7 authors of GPT-2)

• Estimated 4~5 million dollars per training

• Trained on multiple sources (at least 570GB)



GPT-3 Downstream Task Mode



The Bigger, the Better
• Average performance across 42 benchmark datasets



Question Answering

• Better than fine-tuned SOTA in some cases



Translation

• Much better than GPT-2
• GPT-2 En-Fr was 11.5 BLEU



Machine Reading Comprehension



SuperGLUE Benchmark

• More difficult language understanding tasks than GLUE



Can Humans Recognize Fake Text?

• Human accuracy in identifying whether short (∼200 word) news 
articles are model generated



Text most confused by humans (12% acc)



Text most recognized by humans (61% acc)



“Use it in a sentence”



Open-source Efforts

• BigScience
• Create/study/share large models with AI/NLP research communities

• Started by HuggingFace, GENCI, IDRIS, bunch of Europe-based researchers 
(especially France)

• Released models
• T0PP

• Specialized for zero-shot tasks with 16x smaller params than GPT3

• Bloom
• Fully open 176B language models, an alternative to GPT3

• Also released datasets



BLOOM
• Mission: Provide a free LLM for everyone

• More than 1000 AI researchers involved

• Training time: March 2022 – July 2022

• Worth reading
• https://huggingface.co/blog/bloom-megatron-deepspee

https://huggingface.co/blog/bloom-megatron-deepspeed
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